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ABSTRACT  
 

Watching films has been one of the most popular leisure activities. These activities might lead to provide information and pseudo 
experiences. As required by the Malaysian film industry, an analysis was performed to identify the significant factors that might 
have influenced audiences’ perceptions and film watching activities, thus increasing the frequency of film watching. Multinomial 
Logistic Regression (MLR) without interactions with independent variables were employed in this study. MLR model is a more 
appropriate model with regard to regression models since the categorical dependent variable is nominal with more than two 
levels. The data were obtained from distribution of questionnaires including Sabah, Sarawak, Johor, Pahang, Kedah and 
Selangor. The study was conducted to examine the significant factors based on the frequency of watching categories, such as 1) 
once or nil in a month, 2) twice a month, 3) three to four times in a month and 4) more than five times per month. From the 
frequency of watching categories (1, 2, 3 & 4), the frequency of watching more than five times per month (4) was referred to as 
the reference group, while the other categories had exhibited 255 models each. Statistical tests, modelling procedures and 
models’ goodness-of-fit tests were carried out on a total of 765 models in this study. Forecasting based on MAPE was done 
using the best models from each category. Findings showed that the best models from all the respective categories (1, 2 & 3) had 
two common significant factors on the dependent variable. The results also showed that the best model from Cat 1 had the least 
MAPE (6.57%) thus indicated it was excellent to be used for forecasting and esimation of missing values. Based on this, it is 
suggested that to attract more audiences, less films should be produced in a year, however, the allocated budget for film making 
should be focussed on producing films which conformed to the identified significant factors that would attract more audiences. 
By using the best model, the number of audiences can thus be forecasted, and the expected revenue for the film industry can thus 
be predicted. 
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INTRODUCTION  
 
Film has a unique cultural value because it is a universal medium, remarkably accessible and inclusive with its appeal traversing 
eras and intersection national and phonetic boundaries. Film is able to confront people with the real world, whilst also speaking 
to their imaginations. Film can be informative and reveal essential truths about the human condition. According to 
Kusumarasdyati (2004) and Luo (2004), films can catch the learners’ interest and it can positively affect student motivation to 
learn. Film also has immediacy and when viewed at the cinema provides an immersive experience and accessible. It has the 
ability to influence viewer’s attitude and perception especially to an avid viewer. They often use the word "obsession" to portray 
their association with film. Cinema offers more than stories told in light and sound, seen once and soon forgotten for avid 
audiences. They are exceptionally visited by cinemagoers that frequently go to film celebrations and seasons. Avid audiences are 
attracted to free silver screen,s and film is integral in their social life. Compared to non avid audiences, they seldom come to the 
cinema and usually based on their interest to a certain movie or influenced by box-office movies. It is common for avid 
audiences to cite a particular film as the formative influence on their development.  
  
Since cinematography, watching movies has been one of the most popular leisure activities of all times. These activities might 
lead to provide information and pseudo experiences, particularly in the absence of an individual’s experiences. An analysis of the 
perception of film audiences is required on the Malaysian film industry; especially the film industry has a business and economic 
impact on Malaysia. This study thus aspires to examine the factors that might have influenced viewers’ perceptions towards 
increasing the frequency of film watching. Factors relevant would include Encouragement, Source of information, Gratification, 
Film Genre, Perception on Malaysian Films, Medium-watching, Film Production and Attractions-watching. In addition, this 
study would also highlight the procedures in obtaining these significant factors that might have influenced film audiences’ 
perceptions, and hence, increased in the frequency of film viewing activities. 
 
LITERATURE REVIEW 

According to Miller (1999), the ability of film to influence perception because it provides information and pseudo-experiences, 
particularly in the absence of an individual’s own experience. Dyna (2012) stated that many researches had been done, but none 
of the researchers are able to develop parsimonious consumer decision making model that explain cinema decision making 
process involving many factors. Mohammadian & Habibi (2012) had discovered that only four influential factors in attracting 
Iranians to go to the cinemas; they were product, price, places and promotional factor. While, Mustafa (2009) had studied that 
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seven factors had helped the Egyptian audiences in determining their choice of films such as movie stars, directors, trailers, 
general advertising, word of mouth, movie genre and reviews.  
 
Hosmer & Lameshow (2000) had developed the model-building strategies for logistic regression, meanwhile, Kutner et al. 
(2008) had stated that logistic regression could be considered as a nonlinear regression. The logistic regression model consists of 
the non-linear response function and a random error term, which the random error term is assumed to be independent normal 
distributed with constant variance, written as ε ~ N (0,σ²). Logistic regression is used to predict the binary response when the 
dependent variable is dichotomous. It also applied to predict the outcome of categorical dependent variable based on the 
explanatory variables. 
 
According to Habshah et al. (2011), multinomial logit regression model (MLR) is more appropriate than binary logit model 
when the response variable is normal with more than two levels. The MLR analysis is usually used to identify the significant 
factor that contribute to a particular or interest event. In the medical field, Kutner et al. (2005) conducted an MLR model to 
determine the risk factors of diseases that they were interested in, while Wang (2005) had conducted a study for anomaly 
intrusion detection using the MLR technique.  
 
Zainodin & Khuneswari (2010) have conducted a study which developed the model building procedure to identify the best 
Multiple Binary Logit (MBL) model for coronary heart diseases. First step was to list out All Possible Models in Phase 1; then in 
Phase 2, the selected model were obtained after running the Multicollinearity and Coefficent test. Next, the best MBL model was 
identified in Phase 3 and in the final phase, the goodness-of-fit test was then carried out using the Deviance test so as to examine 
the appropriateness of the best model.  
 

METHODOLOGY 

Factor Analysis 

Factor analysis usually carried out by using the statistical tool in SPSS and Microsoft Excel to investigate the relationship 
between the variables. According to Bartholomew (1980), factor analysis is an effective tool in reducing the dimensionality of 
the multivariate data. In factor analysis, there are three procedures have to go through, such as interpretation of the correlation 
matrix, extraction of the intial factor and rotation of the solution. Factors could be determined by using factor analysis based on 
the assumption that correlations were derived from scores that produced linear relationship (Child, 2006). The results of factor 
analysis suggested that the variable had no significant effect if the communality of a variable was too low, thus, eliminating the 
variable from the analysis. 

Multinomial Logistic Regression (MLR) 

Multinomial Logistic Regression (MLR) is used in this study to analyze the significant factors on movie watching activities. 
Logistic regression can form a best fitting equation or function using the maximum likelihood method which maximizes the 
probability of classifying the observed data into the appropriate category, given the regression coefficients, especially when there 
is a mixture of numerical and categorical independent variable(s), thus modelling requires fewer assumptions and is more 
statistically robust. In other words, logistic regression is necessary when the independent variables are categorical or a mix of 
continuous with categorical and the dependent variable is categorical. Thus, MLR model is a more appropriate model with regard 
to other regression models since the categorical dependent variable is nominal with more than two levels. The category 
frequency of viewing used was: Cat 1) once and never in a month, Cat 2) twice a month, Cat 3) three to four times in a month, 
and Cat 4) more than five times per month. From the frequency of viewing, Cat 4) category of more than five times per month 
was referred to as the reference/control group.   
 
According to Zainodin & Khuneswari (2010), the general multinomial logistic regression model is given by:

jkk22110i uW...WWY +W++W+W+W= …(1) where ‘Yi’ is the categorical dependent variable, ‘Wj’ denotes 

the j-th variable, ‘Ω0’ is the constant term of the model, ‘Ωj’ is j-th coefficient of independent variable Wj, for j=1,2, …, k, ‘k’ is 
the number of the single independent variables, (k+1) is the number of parameters, and ‘uj’ is the error term, for j=1,2,…,k. This 
study was conducted to examine the significant factors on models without interactions based on the category frequency of 
viewing, Yi, with i=1, 2, 3 & 4. 
 
Data Preparation 

Questionnaires were distributed to 1337 respondents in the states of Sabah, Sarawak, Johor, Selangor, Kedah and Pahang. The 
raw data collected were in the field of social sciences with regard to film audiences and the frequency of film watching. Data 
preparation was done before any statistical analyses that involved process of cleaning and organizing the data, factor analysis, 
and dummy transformation (Noraini et al., 2017). Data transformation were carried out resulting in 1277 samples, and further 
partitioned at 85% for modelling (n=1085), 10% for prediction (n=128), and 5% for estimating the missing values (n=64) using 
the best model. However, in this paper the multinomial logistic modelling procedures with Mean Average Percentage Error 
(MAPE) used for forecasting, together with the estimation of missing values were illustrated. Detailed illustrations on the 
Coefficient test were depicted too. 
Model-Building Procedures 

Summary of the Four-Phase Model-Building Procedures carried out in this study is shown in Figure 1 below. Further 
explaination and illustration on the modelling procedures can be referred in: (Noraini et al., 2016; Zainodin et al., 2011; Diana et 
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al. 2017), while the multicollinearity test based on the VIF approach (Zainodin et al., 2015). All the four phases of the model-
building procedures were carried out on all the models. The Mean Average Percentage Error (MAPE) on the best model would 
be calculated to validify its forecasting performance.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1: Four-Phase Model-building Procedures in Multinomial Logistic Regression (Noraini et al., 2017)  
 
RESULTS AND DISCUSSIONS 
The scree plot shown in Figure 2 depicted the graf of eigenvalues versus the components. The results from the scree plot 
suggested that the first two components with eigenvalues greater than 1.0 were chosen. Table 1 displayed the rotated component 
matrix. Eight categorical independent variables from Component 1 and 2 respectively that had the highest absolute value 
correlation greater than 0.50 were chosen for next step in the model building procedures. From Phase 1 in Figure 1, all possible 
models obtained were 255 from each category (1, 2 and 3), giving a total of 765 models. 
 

Figure 2:Scree Plot 

Table 1: Rotated Component Matrix 

 
According to Zainodin et al. (2011), a model with free from multicollinearity source variable and free from insignificant variable 
can be written as Ma.b.c , where ‘Ma’ denotes the parent model of the MLR model, ‘b’ denotes the number of variable/s removed 
due to multicollinearity and ‘c’ denotes the number of variable/s eliminated due to variable insignificance. For illustration 
purposes, model M13 was taken as the parent model from Category 1. Phase 2.0 of the modelling procedures involved the 
removal of highly correlated variables which had R2 more than 0.95, the near perfect colinearity (NPC) and near-perfect 
multicollinearity (NPM) from the models. Next, Phase 2.1 of the multicollinearity test would sequentially remove 
multicollinearity source variable/s with VIF values more than 5.0 starting with the highest, until there would be no more 
variables of VIF values more than 5.0 remained in the model as shown in Table 2 below. 
 

Table 2: Phase 2.0-2.1 on Model M13.0.0 
 

 
 
 
 
 
 
 
 
Phase 2.2 of the Coefficient test would eliminate sequentially the insignificant variable/s with the highest p-value of the selected 
model. Table 3 showed the removal of insignificant variable, G3 via the coefficient test of Phase 2.2 on model 13.0.0. After 
removal, the model then became M13.0.1. 
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Table 3: Phase 2.2 Coefficient Test on Model M13.0.0 

 
 

 

 

 

 
 
 
 
 
 
 
Further removal of insignificant variables, G6 and D2 on model M13.0.1 would result in model M13.0.2 being obtained as 
shown in Table 4. 
 

Table 4: Phase 2.2 Coefficient Test on Model M13.0.1    => M13.0.2 

 

Subsequent removals of insignificant variables using the Coefficient test were performed until the p-values of all variables that 
remained in the model were less than 0.05. The resulting model M13.0.10 was obtained after the removal of 10 insignificant 
variables. Table 5 showed the final table of the Coefficient test of Phases 2.2 of the MLR modelling procedures with all the p-
values being less than 0.05.  
 

Table 5: Final Table of Phase 2.2 Coefficient Test on Model M13.0.10 
 
 
 
 
 
 
 
 

 
 
Category 1 had obtained 42 selected models before proceeding to Phase 3 of choosing the best model of the model-building 
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procedures based on the pseudo R-square criteria as shown in Table 6. 
 

Table 6: The corresponding selection criteria based on Pseudo R-square Category 1 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
The best model was chosen based on the model that having the majority maximum value of pseudo Rsquare, namely, the criteria 
based on Cox & Snell, Nagelkerke and McFadden. Results in Table 6 showed that model M247.0.28 was chosen as best model 
from category 1(Cat1) where it had the maximum values of the pseudo R-square criteria. Similar procedures were carried out for 
Category 2  (Cat 2) and category 3 (Cat 3) respectively. The factors of the best models from Cat 2 and Cat 3 respectively were 
shown in Table 7. 
 

Table 7: Best Models From Category 1, 2 and 3 

Category Factors of Best Model  
1 M247.0.28 :  Y1= f(D1, S4, M1, M2, M3, K5, P2, P4, P6, G1, T1, T5) 
2 M250.0.26 : Y2= f(D1, D3, D5, S3, S4, S5, M1, M2, M3, K5, G6, G8, T5, F3 ) 
3 M14.0.6    : Y3= f(D1, T1, T3, T5) 

 
The common significant factors of the MLR best models (Table 7- highlighted in green) were from Encouragement-Interest (D1), 
and Attractions of Watching-Friends Influence (T5). Goodness-of-fit (GOF) tests, namely the Pearson and Deviance Tests were 
carried out to examine the goodness or appropriateness of the best model M247.0.28 from category 1, in fitting the data. The 
Deviance test with statistics (670.1612) at significant p-value of 0.1837 (p>0.05) had shown that model M247.0.28 is an 
appropriate model. The likelihood ratio test carried out on all the factors in the best model also showed that they were significant 
with p-values less than 0.05.  
 
MEAN ABSOLUTE PERCENTAGE ERROR (MAPE) 

According to Ren & Glasure (2009), MAPE is probably the most widely used forecasting accuracy measurement. MAPE has 
important and desirable features including reliability, unit-free measure, ease of interpretation, clarity of presentation, support of 
statistical evaluation and the use of all the information concerning the error (Juan et al., 2013). MAPE obeys the following 

mathematical expression given by:  %100x
y
yŷ

n
1MAPE

n

1t t

ttå
=

-
=  

where, n is the size of sample, tŷ is the value predicted by the model at time of point t, and ty is the value observed at time of 
point t. 
 
According to Tayman & Swanson (1999), MAPE satisfactorily would meet at least four of the aforementioned criteria, but 
would be less satisfactory in meeting the validity criterion when used in evaluating the accuracy of population forecast. Beside 
that, Lewis (1982) had drawn up a table as shown in Table 8 that contained typical MAPE values for industrial and business data 
and their interpretation.  

 
Table 8: Interpretation of typical MAPE values 
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MAPE Interpretation 
<10 Highly accurate forecasting 
10 - 20  Good forecasting 
20 – 50 Reasonable forecasting 
>50 Inaccurate forecasting 

 
Thus, the MAPE of each best model from the 3 categories were then calculated and compared. It can be seen below that model 
M247.0.28 from category 1 (Cat 1) has the least MAPE (6.57%) , hence this model would be the best to be used for forecasting 
of the film audiences with the frequency of going to watch films minimally once a month. However, for category 2 (Cat 2) with 
the frequency of going twice to watch films in a month, the best model M250.0.26 was also highly accurate to be used for 
forecasting film audiences. 
 

MAPE (%): Category 1= !
!"#

	 	 %&'(&
%&

= 	 #.+!,-
!"#

= 0.0657 = 6.57% 

MAPE (%) : Category 2= !
!"#

	 	 %&'(&
%&

= 	 !!.,"#3
!"#

= 0.0862 = 8.62% 

MAPE (%) : Category 3= !
!"#

	 	 %&'(&
%&

= 	 6,.+7,8
!"#

= 0.2381 = 23.81% 

 

Table 9: Summary of MAPE for each categories 

Model Category MAPE (%) Remark 
M247.0.28 Cat 1 6.57% Highly accurate forecasting  
M250.0.26 Cat 2 8.62% Highly accurate forecasting 

M14.0.6     Cat 3    23.81% Reasonable forecasting 
 
These findings were similar to Noraini et al. (2017), however, the detailed illustration on the coefficient test and the missing 
values estimation were not shown. In this paper, the best model was further tested for its robustness in the estimation of variables 
that were identified as missing values earlier during partitioning.  
 
MISSING VALUE ANALYSIS 
The main purpose of the missing value analysis is to check the accuracy of the best model by using it to estimate the missing 
values, and then compute the absolute error. The actual value and the estimated value of the missing value are then compared. 
The model gets more accurate when the difference between the estimated value and the actual value gets smaller. In this paper, 
the accuracy of the best model M247.0.28 for Cat 1 was investigated and further illustrated as follows.  
 
The outcome of the missing value analysis can be simulated by first simply selecting the random number. By using the random 
selection in Microsoft Excel, the data partitioning were randomly selected. Firstly, a series of random number was generated by 
using the excel function RAND () function and then sort them in ascending order. After generating the random numbers, 64 
samples were selected for partition 3, given that repeating numbers were ignored. Since there were a total number of 1277 cases 
were analyzed, the series of random number were then multiplied by 1277 and transformed them into an integer number by using 
INT( ) function in Microsoft Excel. Table 10 below displayed some number of samples that were used to generate random 
number for this partition analysis. The purpose of generating the random number series was to make sure the sample was 
selected randomly.  
 

Table 10: Generating Random Number for Missing Value Analysis 
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𝑌 = 	−1.0267 − 1.3248𝐶" + 0.4594𝐷" + 0.5578𝐸" + 0.4368𝐹" − 0.4577𝐺" − 0.4148𝐻" + 0.5043𝐼" + 										0.3594𝐽₂ −
0.3704𝐾₂ − 0.3697𝐿₂ − 1.081𝑀₂Based on the best model equation for Cat 1: 

 

Error! Digit expected.Then, substituting the actual value for each variable into the best model equation to get the similarity 
value as shown in Table 11. Using this value, the estimated value of the missing value could thus be obtained. 

Table 11: Computation the Estimated Value  
 

 

 
 
Next, comparison between the actual value and estimated value was done to get the standard error as shown in Table 12. The 
absolute error for preditors T5 are less than 10%, which indicated that the best model CAT1, model M247.0.28 is highly 
accurate.  The absolute standard error of the estimated variable T5 (%) was given by | 1 - 0.9420| = 0.0580 = 5.80%, and the 
variable D1 (%) was | 0 - 0.0779| = 0.0779 = 7.79 % respectively. Since the missing values estimation were less than 10%, it 
could be seen said that the model was appropriately robust and highly accurate in its use to forecast film audiences. 

 
Table 12: Computation the Absolute Standard Error 

CONCLUSION 

This study had introduced the concepts and procedures in mathematical modelling using the multinomial logistic regression 
technique in the field of social sciences, specifically business. In this paper, Multinomial Logistic Regression  (MLR) models 
had identified common influential factors that would affect the sustainability of the Malaysian film industry as Encouragement 
due to interest and Attraction of Watching from friends influence. These factors gave positive and direct contribution to the 
increase in the frequency of film watching. In other words,  these factors implied that more encouragement due to interest and 
influence from friends would lead to the higher frequency of film goers going to the cinemas, and indirectly, to the number of 
audiences. Thus, it can be suggested to film publishers, producers and policy makers not to neglect these factors since these will 
help to ensure the survival of the Malaysian film industry and viewability appeals besides towards producing high quality films 
for box offices. 
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